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Motivation

• Progress in science and engineering depends more than ever 

on our ability to analyze huge amounts of data.

• Huge amounts of data is coming from high-performance high-

fidelity numerical simulations, high-resolution scientific 

instruments or Internet of Things feeds.

• Real-world data is typically a result of complex non-linear 

processes, but can often times be described by a low-

dimensional manifold.

• Manifold learning has numerous applications in scientific 

computing and bio-medical research, including fMRI analysis, 

clustering of oncology data, gene profiling, and many others.

• Isomap is a common method for manifold learning that has 

been widely-adopted in many application areas.

Proposed Approach

• We formalize a notion of collective error in Isomap and describe strategies to quantify 

it using Procrustes Analysis.

• We assume that there exists a function 𝑓: ℝ𝒹 → ℝ𝐷 which maps 𝒚𝒊 ∈ ℝ𝑑 to 𝒙𝒊 ∈

ℝ𝐷. The goal of Isomap is to learn the inverse mapping, 𝑓−1 ∙ that can be used to 

map high-dimensional 𝒙𝒊 to low-dimensional 𝒚𝒊 i.e. 𝒚𝒊 = 𝑓−1 𝒙𝒊 .

• Let 𝑌 denote the data matrix containing the true low-dimensional mapping for the 

samples in 𝑋, i.e. 𝑌 = 𝒚𝟏, 𝒚𝟐, ⋯ , 𝒚𝒏
𝑇 and 𝑌 denote the matrix with the approximate 

mapping, i.e. 𝑌 = መ𝑓−1 𝒙𝟏 , መ𝑓−1 𝒙𝟐 , ⋯ , መ𝑓−1 𝒙𝒏
𝑇
.

• We then use Procrustes error to measure the difference between the true low-

dimensional samples and the approximate samples.

𝜖 = 𝑑𝑃𝑟𝑜𝑐 𝑌, 𝑌 = min
𝑅,𝑡,𝑠

𝑠𝑅 𝑌 + 𝑡 − 𝑌
𝐹

• We propose a new efficient algorithm call Streaming Isomap (S-Isomap) to 

incorporate streamed data into a stable Isomap manifold.

Experiments

• We investigate the behavior of error in Isomap when applied

to the Swiss Roll dataset, where we have low-dimensional

ground truth available for comparison.

• A Reference-Sample method, for use where ground truth is

not available, is shown to have similar behavior, making it a

reliable method for error measurement on real-world data.

• Using these strategies to quantify error, we identify a

transition point where a reliable manifold has been

learned, and we can switch to our lightweight algorithm, S-

Isomap.
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Challenges

• Widely used manifold learning methods 

have been designed for off-line or batch 

processing.

• Standard methods are computationally 

expensive or impractical to apply to high-

throughput data streams.

• Error in manifold learning is not yet 

completely understood, making error 

measurement on streaming data all the 

more complex.

• Until now, applying Isomap to data streams 

and understanding the  collective error has 

not been well studied.


